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**Abstract.** Fleming and Harrington (1984) recommend the Nelson estimator as a competitive alternative to the Kaplan-Meier estimator for survival functions with right-censored data. In this paper first a natural extension of the Nelson estimator is derived for left-truncated and right-censored data. Then we analyze why the extended Nelson estimator may perform better than the nonparametric maximum likelihood estimator (NPMLE; also called the Lynden-Bell estimator in this case) when applied to some small or medium samples with left-truncation and right-censoring. Based on this possible advantage we suggest a nonparametric estimator of survival functions, the iterative Nelson estimator (INE), for arbitrarily truncated and censored data, where only few nonparametric estimators are available. The INE is computed via a two-step iterative algorithm, which is very like Turnbull's self-consistent algorithm in computing the NPMLE. Heuristic arguments suggest that the INE has the similar large sample properties as the NPMLE. By simulation, we also show that the INE does well in overcoming the expected under-estimation of survival functions by the NPMLE for left-truncated and interval-censored data. An interesting application of the INE is as a diagnostic tool for other estimators, such as the monotone MLE or parametric MLEs. The methodology is illustrated by application to two real world problems: the Channing House and the Massachusetts Health Care Panel Study data sets.
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1. **Introduction**

It is well-known that the nonparametric maximum likelihood estimator (NPMLE) may

---

\(^1\) Revised on February 3, 1997
severely under-estimate the survival probabilities at very early times for left truncated data with or without right censoring \( (\text{Lynden-Bell, 1971; Woodroofe, 1985; Tsai, 1988}) \). As discussed in Tsai (1988), this problem can be clearly seen in left truncated and right censored data, in which case there is a closed form for the NPMLE (Tsai, Jewell and Wang, 1987):

\[
\hat{S}(y) = \prod_{y_i \leq y} \left( 1 - \frac{d(y_i)}{R(y_i)} \right)
\]

where \( d(y_i) \) and \( R(y_i) \) are the number of subjects who died and were at risk respectively at time \( y_i \). Specifically, if \( y_i \) and \( t_i \) are observation and truncation times respectively, then \( d(y) = \sum_{i=1}^{n} I(y_i = y, \delta_i = 1), R(y) = \sum_{i=1}^{n} I(t_i \leq y \leq y_i), \delta_i = I(\text{Subject } i \text{ died at } y_i) \), and \( I(E) \) is the indicator function of \( E \) (i.e. 1 if \( E \) is true; 0 otherwise).

Though \( \hat{S} \) has desired large-sample properties (such as consistency) similar to those of the Kaplan-Meier estimator, for small samples or even large samples with a few early truncations it may have a serious problem: \( 1 - d(y_i)/R(y_i) \) may be 0 for some \( y_i \) that is not the largest order statistic of \( y_1, y_2, ..., y_n \), and then \( \hat{S}(y) = 0 \) for all \( y \geq y_i \), no matter how many such observations exist. Clearly this is not satisfactory. Notice this problem is introduced uniquely by truncation, which induces small numbers at risk in the left tail. Both Woodroofe (1985) and Lynden-Bell (1971) overcome this problem by some \textit{ad hoc} modification to or restriction on \( R(.) \) whose empirical or theoretic justifications are not clear. Tsai (1988) approaches it by instead computing the MLE under monotone hazard restriction, the monotone MLE.

Pan and Chappell (1996) point out the above under-estimation from the NPMLE may also be severe and common with left truncated and \textit{interval} censored data. To give readers some empirical experience, one example is given in Figure 1, from which we can see there is severe under-estimation from the NPMLE while the monotone MLE (MOMLE) and the ILE do much better. The data is one of the simulated 500 samples depicted in Figure 3 a) and b). For details see Section 4.

Our focus is on the estimation of a survival function for left truncated and interval censored data, where very few nonparametric estimators are available. This was motivated by some real world problems, like the Massachusetts Health Care Panel Study (MHCPS; Chappell, 1991). In these studies, a baseline examination was conducted, then after some
fixed time the first followup took place, then second and third, etc. followups (if any) after intervals of several years each. Left truncation is introduced because we know for sure the relevant event (such as death) can only happen after the entry of the subjects (who may have different ages). If the event happens, we can only know it lies between two examinations. Otherwise, it will happen after the end of the last followup. This introduces interval and right censoring.

In Section 2, we first derive an explicit form for the extended Nelson estimator (ENE) with left-truncated and right-censored data. Then based on the idea behind the Nelson estimator, we give a nonparametric estimator of survival functions for arbitrarily truncated and censored data. This later Iterative Nelson Estimator (INE) is computed via a two-step iterative algorithm similar to Turnbull's self-consistent algorithm. Section 4 provides some simulation results to show the much better performance of the INE over the NPMLE for left truncated and interval censored data. In Section 5, the methodology is illustrated by application to two real world problems: the Channing House dataset and the Massachusetts Health Care Panel Study. The first dataset is left truncated and right censored, while the other one is left truncated and interval censored.

2. Extending Nelson Estimator to Left Truncated and Right Censored Data

Suppose we are interested in estimating the survival function \( S(\cdot) \) of nonnegative random variable \( X \) that subjects to right-censoring from another random variable \( C \). Generally we denote \( \{V_i\} \) as an \( i.i.d. \) sample of random variable \( V \). We only observe \( Y_i = \min(X_i, C_i) \) and \( \delta_i = I(X_i \leq C_i) \) with \( i = 1, 2, \ldots, n \). The NPMLE (i.e. the Kaplan-Meier estimator) is

\[
\hat{S}(x) = \prod_{y_i \leq x} \left\{ 1 - \frac{d(y_i)}{R(y_i)} \right\},
\]

where \( d(y_i) \) and \( R(y_i) \) are the number of subjects who died and were at risk respectively at time \( y_i \). Specifically \( d(y) = \sum_{i=1}^{n} I(y_i = y, \delta_i = 1) \), \( R(y) = \sum_{i=1}^{n} I(y \leq y_i) \).

Nelson (1969) estimates the cumulative hazard function \( \Lambda(x) = -\log S(x) \) by

\[
\hat{\Lambda}(x) = \sum_{y_i \leq x} \frac{d(y_i)}{R(y_i)},
\]
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which results in the Nelson estimator of $S(x)$ as

$$\hat{S}(x) = \exp(-\hat{A}(x)).$$

Now consider that in addition to right-censoring, the random variable $X$ is also subject to left-truncation from random variable $T$: $Y_i$ is observable if and only if $T_i \leq X_i$ for each $i$. Then the form of the NPMLE of $S(.)$ is still the same as (1) except for a modification to $R(.)$:

$$R(y) = \sum_{i=1}^{n} I(t_i \leq y \leq y_i).$$ (3)

Hence it is natural to extend the Nelson estimator to the left-truncated and right-censored data in the form of (2) with only a modification to $R(.)$ as in (3). We will call the resultant new estimator as Extended (or Explicit) Nelson Estimator (ENE).

Among others, Aalen (1976, 1978) and Breslow (1972) have studied the Nelson estimator for right-censored data. That is why the estimator is also called the Nelson-Aalen estimator or Breslow estimator. Fleming and Harrington (1984) recommend the Nelson estimator as an alternative to the NPMLE since the former has the smaller mean square error with right-censored data whenever the true survival probability is at least 0.2. However, our motivation here is more to overcome the under-estimation by the NPMLE for left-truncated data. As pointed out earlier, one extreme case is that $d(y_{(1)}) = R(y_{(1)})$ would lead to $\hat{S}(x) = 0$ for all $x > y_{(1)}$. In contrast $\hat{S}(y_{(1)}^+) = \exp(-1) > 0$. In general, since $\hat{S}(x) \geq \hat{S}(x)$, the ENE somewhat alleviates the under-estimation from the NPMLE (though it does not overcome the problem completely as we will show later). This observation hence motivated our nonparametric estimator in next section.

As for right-censored data (without truncation), since $\exp(-x) \approx 1 - x$ for small positive $x$, we can anticipate that the ENE would have the same asymptotic properties as the NPMLE if $X$ has a continuous distribution.

3. A Nonparametric Estimator for Arbitrarily Truncated and Censored Data
For interval censored data, there is still no general explicit form available for the NPMLE. Turnbull (1976) gives an EM-type algorithm (Dempster, Laird and Rubin, 1976) to compute the nonparametric maximum likelihood estimate (NPMLE) of a survival function \( S(\cdot) \) for arbitrarily truncated and censored data. Frydman (1994) points out an error in Turnbull’s characterization of the support of the NPMLE when applied to truncated data. Throughout this paper, Turnbull’s algorithm is corrected as suggested by Frydman.

In this section, based on the ideas behind the Nelson estimator and Turnbull’s self-consistent algorithm, we give a nonparametric estimator of survival functions for arbitrarily truncated and censored data which is called the Iterative Nelson Estimator (INE). The computation of the INE is very similar to Turnbull’s algorithm.

As in Turnbull’s algorithm, according to data, we can form some, say \( k \), disjoint small intervals \([q_i, p_i]\) which can gain possible probability masses. (These intervals are in general much smaller than the intervals of censoring.) Our INE algorithm includes two main steps as in Turnbull’s:

**Step 0.** Let \( j=0 \); give an initial estimate \( \hat{S}^{(0)} \) of the survival function.

**Step 1.** Under the current estimate of the survival function \( \hat{S}^{(j)} \), compute \( d_i \), the expected number of deaths in each \([q_i, p_i]\) as in Turnbull’s algorithm. Let \( R_i = \sum_{j \geq i} d_j \).

**Step 2.** Estimate the cumulative hazards in \([q_i, p_i]\) as \( \tilde{\Lambda}_i = d_i/R_i \), then the cumulative hazard function is estimated by \( \tilde{\Lambda}(x) = \sum_{i: p_i \leq x} \tilde{\Lambda}_i \), and the new survival function estimate is \( \hat{S}^{(j+1)}(x) = exp(-\tilde{\Lambda}(x)) \). If \( \hat{S}^{(j+1)} \) and \( \hat{S}^{(j)} \) are close enough (or by some other criterion such as the log-likelihood increment), stop; otherwise, let \( j = j + 1 \) and go to Step 1.

The resulted estimator is called the INE, since in Step 2 the cumulative hazard function is estimated very similar to the Nelson estimator (in right censored data).

Heuristically, we can argue that the INE has the same large sample properties as the NPMLE. The initializing step is required and can be the same in both our and Turnbull’s algorithms. Our Step 1 is the same as Turnbull’s E step. The only difference is between our Step 2 and Turnbull’s M step. The detailed analysis is given below.

Now we need some notation to express Turnbull’s algorithm in a general setting of the EM
algorithm. Let \( Y = (Y_1, ..., Y_n) \) be the observed incomplete (i.e. truncated and censored) data and \( X = (X_1, ..., X_n) \) the unobserved exact death times. Define \( D_i = \sum_{j=1}^{n} I(X_j \in [q_i, p_i]) \) to be the number of deaths in the \( i \)th small interval. The parameter to be estimated is \( \Lambda = (\Lambda_1, ..., \Lambda_k) \). Then the likelihood from \( X \) is

\[
L(\Lambda; X) = \left\{1 - e^{-\Lambda_1}\right\}^{D_1} \left\{e^{-\Lambda_1(1 - e^{-\Lambda_2})}\right\}^{D_2} \ldots \left\{e^{-\sum_{j=1}^{k-1} \Lambda_j(1 - e^{-\Lambda_k})}\right\}^{D_k},
\]

hence, the conditional expectation of the log-likelihood based on \( X \), given the observations \( Y \) is

\[
Q(\Lambda', \Lambda) = E[\log L(\Lambda'; X)| Y; \Lambda]
\]

\[
= -(d_2 + d_3 + ... + d_k)\Lambda'_1 + d_1 \log(1 - e^{-\Lambda'_1}) - (d_3 + .. + d_k)\Lambda'_2 + d_2 \log(1 - e^{-\Lambda'_2})
\]

\[+ ... - d_k \log(1 - e^{-\Lambda'_k}),\]

which is the E step in the EM algorithm. The M step is completed via maximizing \( Q(\Lambda', \Lambda) \) by the NPMLE \( \hat{\Lambda}_i \) satisfying

\[
1 - e^{-\hat{\Lambda}_i} = \frac{d_i}{\sum_{j=1}^{k} d_j},
\]

for \( i = 1, 2, ..., k \).

However, our estimates of \( \Lambda_i \) are

\[
\tilde{\Lambda}_i = \frac{d_i}{\sum_{j=1}^{k} d_j},
\]

for \( i = 1, 2, ..., k \).

Hence, at least in the first iteration (and when the INE and NPMLE algorithms are given the same initial values),

\[
1 - e^{-\tilde{\Lambda}_i} = \tilde{\Lambda}_i.
\]

If \( X \) has a continuous distribution, as sample size increases, we can expect \( \hat{\Lambda}_i \) to become smaller and smaller, therefore \( 1 - e^{-\hat{\Lambda}_i} \cong \tilde{\Lambda}_i \). Then \( \hat{\Lambda}_i \cong \tilde{\Lambda}_i \), at least for the first iteration. If they are close enough after the first iteration, they will remain close later on. This is
an intuitive argument that the INE may have the same asymptotic properties (such as consistency) as the NPMLE.

Further, we can view our algorithm for computing the INE as an "approximate" EM algorithm for the "approximate" log-likelihood: by substituting $\Lambda_i$ for $1 - e^{-\Lambda_i}$ in $L(\Lambda; X)$, we have the "approximate" log-likelihood:

$$L^*(\Lambda; X) = \{\Lambda_1\}^{D_1} \{(1 - \Lambda_1)\Lambda_2\}^{D_2} \cdots \left\{\prod_{j=1}^{k-1} (1 - \Lambda_j) \cdot \Lambda_k\right\}^{D_k},$$

and hence, the conditional expectation of the "approximate" log-likelihood based on $X$, given the observations $Y$ is

$$Q^*(\Lambda' , \Lambda) = E[\log L^*(\Lambda'; X) | Y ; \Lambda]$$

$$= (d_2 + d_3 + \ldots + d_k) \log(1 - \Lambda_1') + d_1 \log \Lambda_1' + (d_3 + \ldots + d_k) \log(1 - \Lambda_2') + d_2 \log \Lambda_2'$$

$$\ldots + d_k \log \Lambda_k'.$$

And $Q^*$ is maximized by our $\bar{\Lambda}_i = d_i / \sum_{j=i}^k d_j$, for $i = 1, 2, \ldots, k$.

Interestingly, the INE is not always the same as ENE for left truncated and right censored data. This could be seen from the example in next section. However, in some situations, such as without small $R(.)$ at early times, they are almost the same (see Figure 8 in Section 5). That is why we also view the INE as an extension of the Nelson estimator to truncated and interval censored data. Their theoretical properties still need to be further investigated.

It has already been shown that the NPMLE may severely under-estimate the survival probabilities at the early times with left truncated data (Tsai (1988) for right-censored data; Pan and Chappell (1996) for interval-censored data). They suggest that an alternative is to use the monotone MLE, i.e. the MLE with the nondecreasing hazards restriction. The INE provides another alternative, especially when the nondecreasing hazards assumption is in doubt. We will show by simulation that it overcomes the under-estimation problem from the NPMLE. Another interesting application of the INE is that it can be used as a diagnostic tool for other estimators such as the monotone MLE.
4. Simulations

In this section, we will show some selected Monte Carlo simulations with the INE for left truncated and interval censored data. Following the notation of Section 2, \( X \) is the relevant survival age (hence we are estimating \( S(X) \)), and is independent of \( T \), the baseline age. \( Y \) is the age of the first followup, and \( n \) is the number of subjects. The examination time interval length is \( len = Y - T \), which is taken to be constant to mimic the pattern of many panel surveys. By default most of our simulations were conducted by assuming only one followup (after baseline examination). If there are \( M \) followups, a random sample is generated by repeating the following steps for \( i = 1 \) to a fixed number of times:

Step 1. \( X_i \) and \( T_i \) are generated independently from specified distributions (from Splus).

Step 2. If \( X_i < T_i \), this observation is ignored. Otherwise, if \( X_i \leq T_i + M \times len \), we get an observation lies between two examinations, say \( [T_i + (j - 1) \times len, T_i + j \times len) \) where \( j \in \{1, 2, ..., M\} \); else it is right-censored at \( T_i + M \times len \).

Notice that for both the INE and the NPMLE, their specific probability distributions within each small interval \([q_i, p_i]\) are nonidentifiable. For comparison, in all of our simulations, we display them as if their probabilities are linear in each small interval. Because the intervals are short, this approximation should be adequate.

In Figures 2 a) and b), the true distribution is Weibull with shape parameter 4 and scale parameter 1. It has strictly increasing hazards: \( \lambda(t) = 4t^3 \). \( T \sim U(0, 1.5) \), \( len = 0.5 \), sample size is around 130 and half of them are right censored. There may be some under-estimation from the INE, but it is much less severe than that from the NPMLE. In Figures 2 c) and d), the true distribution is Weibull with shape parameter 0.2 and scale parameter 1. The hazard function is \( \lambda(t) = 0.2t^{-0.8} \), which is large near the zero. We want to investigate whether the sharp drop of the survival curve at the beginning can be estimated. The answer seems positive for both estimators, though the NPMLE has larger variations resulted from the under-estimation. For the INE, this may require more observations around this area with a sharp drop in \( S(.) \). Otherwise the INE may over-estimate the survival probability in this area.
In Figure 3, the true distribution is Gamma with shape parameter 2 and scale parameter 1, $T \sim U(0,4)$, $len = 0.5$, and almost 80 percent of observations are right censored. To investigate the large sample properties, we increase sample size from near 100 to 1000. The variances of both estimators decrease a lot. Noticing there is some under-estimation from the INE, even for large samples, we suspect that it is caused by the large percentage of right-censoring, i.e. 80\% in this case. So we increase the followup to three times (with interval length still 0.5), which reduces the percentage of right-censoring to 40\%. The results are shown in Figure 4. Both the bias and variance from the INE are decreased, while those of the NPMLE are not evidently influenced. These two simulations support our previous argument that the INE is consistent as the NPMLE.

In Figure 5, we investigate the relation between the ENE and the INE. The true distribution is Weibull with shape and scale parameters 4 and 1 respectively. No truncation happens but there is right censoring. The sample size is 25. From Figure 5, no under-estimation from the NPMLE is noticeable, and the INE and ENE are almost the same.

5. Examples

In this section, we illustrate the application of the INE to two real world examples, in which it seems very promising.

The first example is the well-studied Channing House data (Hyde, 1977). This dataset provides survival times in months for men in a Palo Alto retirement community. The truncation time is the age of the subject at entry into the community. Among 97 men, 46 died while 46 survived to the end of the study and 5 withdrew from the community (hence 51 were right-censored). As pointed out by Tsai (1988), $R(777) = R(781) = 2$ leads to sharp drops of the NPMLE at these two early times while the monotone MLE overcomes this under-estimation. From Figure 2, we can see that the INE and the ENE are not the same. Though compared with the NPMLE, the ENE alleviates the under-estimation problem a little bit, it still suffers from it. However, the INE overcomes the problem much better, though it may still be slightly under-biased at the beginning (when compared with the monotone
MLE). Because of the closeness between the INE and the monotone MLE, we confirm that the monotone hazards assumption is very likely to be appropriate here.

The second example is the Massachusetts Health Care Panel Study (MHCPs) (Chappell, 1991). It was a statewide probability sample of noninstitutionalized people age 65 and older living in the community. Special interest was paid to dependence upon others as indicated by the ability to fulfill measures of function called activities of daily living. A baseline survey was conducted in 1974, followed by the second survey fifteen months later. The third and fourth were undertaken six and ten years respectively after the baseline. Only subjects who were functionally independent at baseline were included in the study, by which the left truncation was introduced. Interval censoring happened because we only know the event happened between two surveys, or was right censored at the fourth one. We only consider the non-poor male group with 421 subjects. The estimates are shown in Figure 7, from which we can see that the NPMLE seems to under-estimate the survival (defined as being functional independent here) probability, while the INE agrees with the monotone MLE. The assumption of a increasing hazard seems pretty reasonable here. A similar conclusion was also reached by Chappell (1991) by using different means.

6. Discussion

It is seen that in practice the under-estimation of the survival function from the NPMLE is severe and common for left-truncated samples, in particular for those also with interval censoring. As a competitive nonparametric estimator, the INE does much better in overcoming this under-estimation problem. Hence it may also provide a diagnostic tool to other more restrictive estimators, such as the monotone MLE or other parametric MLEs.

An open problem is the relation between the ENE and the INE for left truncated and right censored data. Even though we observe they are almost the same if there is no under-estimation from the NPMLE, however, when the under-estimation exists, the INE does much better in overcoming the under-estimation than the ENE.

Another problem we noticed with the INE is that it tends to slightly under-estimate the
survival function at later times if the percentage of right-censoring is high (in our simulations it is greater than 60%). However, this small bias can be largely corrected by decreasing the percentage of right-censoring only to 40% (which may still be impractically high in many applications). In contrast, the NPMLE seems insensitive to the percentage of right-censoring. This may be an advantage of the NPMLE in some situations but a disadvantage in others.

Finally, we point out that the limitations of the Nelson estimator may also apply to the INE. For example, if the true distribution is discrete and the probability mass at one point is greater than $e^{-1}$, we cannot expect a consistent estimate from either the Nelson estimator or the INE. (Notice all of our simulations above are for continuous distributions.) Similarly, even for a continuous distribution, if the probability mass is more than $e^{-1}$ in some interval and if there are not enough event points in this interval, the INE may over-estimate the survival probability in this interval. But in many situations we can expect more observations around the time intervals with large probability masses, and then the INE is expected to work. Another difficult situation for the INE is that the data are coarsely grouped, in which case however the NPMLE will more likely work well, hence no need to recourse to the INE. In spite of the above possible difficulties, we still believe that the INE is a useful nonparametric estimator of survival functions with left-truncated and interval-censored data, as shown by our simulations and examples.
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Figure 1: An example from Gamma(2) in Figures 3 a)-b). In a), each horizontal line represents an observation, whose left end is the baseline age, solid part the censored interval (in which event happens), and dashed part an interval at risk but with no event. All those lines beyond Age=5 represent right censorings.
Figure 2: Simulation results from 500 samples for Weibull. The solid lines are true distributions, and the dotted ones are the means, the lower and upper 5% quantiles of the estimates. The maximum Monte Carlo standard errors are 0.0042, 0.0086, 0.0034 and 0.0058 respectively.
Figure 3: Simulation results from 500 samples for Gamma(2) with 1 followup. The solid lines are true distributions, and the dotted ones are the means, the lower and upper 5% quantiles of the estimates. The maximum Monte Carlo standard errors are 0.0048, 0.011, 0.0022 and 0.0032 respectively.
Figure 4: Simulation results from 500 samples for Gamma(2) with 3 followups. The solid lines are true distributions, and the dotted ones are the means, the lower and upper 5% quantiles of the estimates. The maximum Monte Carlo standard errors are 0.0042, 0.011, 0.0023 and 0.0043 respectively.
Figure 5: Simulation results from 500 samples for Weibull(4), without truncation and sample size is 25. The solid lines are true distributions, and the dotted ones are the means, the lower and upper 5% quantiles of the estimates. The maximum Monte Carlo standard errors are 0.005859, 0.005607, and 0.005613 respectively.
Figure 6: Estimates of the (conditional) survival probability from the Channing House data.
Figure 7: Estimates of the survival probability from the MHCPS.