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The COMPAS system
• used by many governments (including state of Wisconsin) to predict 

risk that those convicted of crimes will commit future crimes

• scores derived from 137 questions that are either answered by 
defendants or pulled from criminal records.
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The COMPAS system
• ProPublica obtained the risk scores assigned to > 7,000 people 

arrested in Broward County, Florida, in 2013 and 2014 and checked to 
see how many were charged with new crimes over next 2 years

The COMPAS system
• ProPublica obtained the risk scores assigned to > 7,000 people 

arrested in Broward County, Florida, in 2013 and 2014 and checked to 
see how many were charged with new crimes over next 2 years

• The system was particularly likely to falsely flag black defendants as 
future criminals

• wrongly labeling them this way at almost twice the rate as white 
defendants

• white defendants were mislabeled as low risk more often than 
black defendants
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• Datta et al. [PPET 2015] studied how user behaviors, Google’s ads, 
and Ad Settings interact

• Setting gender to female in Google Ad Settings made it less likely that 
user would be shown ads for high paying jobs

Isn’t discrimination the point of 
machine learning?

Yes, but we should be aware of
• unjustified bases for discrimination
• legal reasons to avoid unjust discrimination
• moral reasons to avoid unjust discrimination

Certain domains are legally regulated
• credit, education, employment, housing, public accommodation

Certain classes are legally protected in specific contexts
• race, color, sex, religion, national origin, citizenship, age, pregnancy, 

familial status, disability status, veteran status, genetic information

See http://mrtz.org/nips17/ for more detail
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How does unfair bias arise in 
machine learning systems?

• selection, sampling, reporting bias in the data set

• bias in the objective function

Biases in data sets example
Garg et al. [PNAS 2017] “Word embeddings quantify 100 years of 
gender and ethnic stereotypes”

• tested relationships among concepts in Google word2vec vectors

• e.g. relatedness of occupations and words representing gender 
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Biases in data sets example
Garg et al. [PNAS 2017] “Word embeddings quantify 100 years of 
gender and ethnic stereotypes”

How to achieve fairness in ML
1. Blindness approach: don’t use features that enable unfair 

classifications/predictions

• this approach is generally not effective; the data usually contains 
many surrogates for such protected features

• e.g. the COMPAS system does not explicitly use race

• e.g. word embeddings case illustrates a lot of dependence 
between gender words and other words
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How to achieve fairness in ML
2. Group fairness approach

• given two groups, 𝐺" and 𝐺#

• enforce that 𝑃 𝑂𝑢𝑡𝑐𝑜𝑚𝑒 = 𝑜	 𝐺") ≈ 𝑃 𝑂𝑢𝑡𝑐𝑜𝑚𝑒 = 𝑜	  𝐺#)

How to achieve fairness in ML
3. Individual fairness approach

• treat similar individuals similarly

• f 𝒙 2 ≈ f 𝒙 3 	|		𝑑 𝒙 2 ,	𝒙 3 ≈ 0

• where 𝑑: 𝑋	×	𝑋 → ℝ	is a distance metric for individuals
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An individual fairness approach
[Dwork et al.  ITCS 2012]

• model outputs a probability distribution over set of 
outcomes 𝑃 𝑦	 	𝒙)

• the notion of individual fairness can be captured by a 
𝐷, 𝑑 -Lipschitz property 

𝐷 𝑃 𝑦	 𝒙 2 ),			𝑃 𝑦	 𝒙3) ≤ 𝑑 𝒙 2 ,	𝒙 3

where 𝐷 is a distance measure for distributions

• learning is then a constrained optimization problem


