From last time ...
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The equations

Regression of y on x (for predicting y from x)

Slope =r g Goes through the point (x, y)

Slope = r gp11
oo _ . SDX) o
X—X=Tgpy (Y =)




Histograms
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Error in prediction

Having no information about x,
Predicty as y

Typical prediction error: SD(y)
For predicting height, SD(y) ~ 2.73

Having been told about X,
Predict y using the regression line: y = (o + 31 x

Typical prediction error: SD(y) v/1 —r2
For predicting height from span, SD(y) v1 —r2 ~ 1.71



Back to that heme data...

pf3d7
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Model: vy, =8+ f1Xi+¢ Where ¢ ~ iid Normal(0, o)

) (Yi = ¥)/ 2oi(xi — X)?
o =+/>iyi—¥)?/(n—2)

Estimates: (4 = (X —
Bo=Yy— P

X

Xl

Parameter estimates

We already know that

and in particular

What about 3, and (1 ?



Parameter estimates (2)

One can show that

E(5o) = fo E(51) = 51
v N 1 )—(2 v -~ 0.2
ar(6o) = o n + SXX ar(3y) = SXX
Cov(Go, 41) = _2 X Cor(fo, f1) = X
SXX V3% +8XX/n

Note: We're thinking of the x’s as fixed.

Parameter estimates (3)

One can even show that the distribution of 3, and /3, is a bivariate
normal distribution!

where
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We know that

Confidence intervals

A 0‘2
B1~N (51, SW)

We can use those distributions for hypothesis testing and to
construct confidence intervals!



Statistical inference

We want to test: Ho: 81 =087 versus Hy: B4 # 5] Generally, 37 is 0.
We use
B — By - 02
= — ~ - where se(f1) =1\ =<
se(B) | ° V=V sxx
Also,

B —tu —g)n-2 X se(51) , 1+t —gn-2 X se(51)

is a (1 — a)x100% confidence interval for (.

Results

The calculations in the test Ho: Bo=05; versus Ha: By # 55 are
analogous, except that we have to use

g2
se(Bo) = \/62 X <% + SXW)

For the pf3d7 data we get the 95% confidence intervals

(0.342, 0.364) for the intercept
(—0.0043, —-0.0035) for the slope

Testing whether the intercept (slope) is equal to zero, we obtain 70.7 (— 22.0) as test
statistic. This corresponds to a p-value of 7.8 x107° (8.4 x1079).



Now how about that

Testing for the slope being equal to zero, we use

D
se()
For the squared test statistic we get
~ 2 ~ A
e_ [P _ PR B xSXX _ (SYY-RSS)/1 _ MSiq _ .
se(3) 52 /SXX 62 RSS/n -2 MSE

The squared t statistic is the same as the F statistic from the ANOVA!

Joint confidence region

A 95% joint confidence region for the two parameters is the set of all
values (5o, 31) that fulfill

(33) (S 22 (33)

202 -

F(0.95),2,n-2

where

ABo=fo— o and Apy =51 — B



Notation

Assume we have n observations: (X1,Y4),-- -, (Xn, Yn)-

We previously defined

SXX = > (xi—x)7= ) x—n(x?

SYY = ) (yi—y)’ =) yZ-n(yy

SXY = > (i —X)(yi—y) = > _X¥;—nxy

i
We also define

sy
T SXXVSYY

(called the sample correlation)



Coefficient of determination

In the previous lecture we wrote

(SXY)?
Define
R2 _ SSieg _q1_ RSS
SYY SYY

R? is often called the coefficient of determination. Notice that

_SSig  (SXY)? »

R® = = = I'xy
SYY SXX x SYY

Back to the heme data

The scientist was actually interested in the slopes when one re-scales the y-axis so
that the y-intercept is at 1.

y =B+ Bz +e becomes y/Bo=1+(81/Po)x+¢€

So we're really interested in 31/ (.

We'd estimate that by /31 /3, but what about its standard error?

20



First-order Taylor expansion

Consider f(z,y) = z/y.
A first-order Taylor expansion to approximate the function would be

f(a:,y)%f(xo,yo)+(g;_g;o)g +(y_y0)g_£(

Ox (20,40) Z0,40)

Since 0f /0x = 1/y and Of /0y = —x/y*, we obtain the following:

Q

o/yo + (x — z0) /yo — (¥ — yo)wo/ v
= (wo/yo)[1 + (z — x0) /20 + (¥ — Y0)/Y0]

z/y

How do we use this?

We use the first-order Taylor expansion of 61 /30 around 3¢ and (.
21

Variance of a ratio

Remember that 3y and [y are fixed, while 31 and Bo are random.

Add the fact that var(X+Y) = var(X) + var(Y) + 2 cov(X,Y)

var{1/fo} ~ var{(8:1/B80)[1 + (B1 — B1)/51 + (Bo — Bo)/ Lol }
— (B1/Bo)*{var(f1)/ 33 + var((o) /52 + 2 cov(B, o)/ (B150)}

We then replace 3; and 3, in this formula with our estimates of them, 3; and .
Further, we replace the variances and covariance with our estimates.

vér{B1 /Bo} = (31 /BO)Q{VQW(@)/@2 + Vér(@o)/@% + 206V(B1 ; 50)/(31 Bo)}

The estimated SE is then

SE{B1/60} = |41/ 0] ¢ [SE(31)/31]2 + [SE(Bo)/ Bol? + 2 cov(1, Fo)/(510)

22



Results

pf3d7:
fo = 0.353(0.005) 3 = —0.0039(0.0002)
31/ 6o x 100 = —1.10 (SE = 0.07).

CCA)V(BMB()) = —6.6 x 107

estimate SE
bhem -2.04 0.32
pgalnoel -2.02 0.35
pgal -1.88 0.17
pyoelii -1.33 0.09
pf3d7 -1.10 0.07
pviv -0.86 0.26
pknow -0.79 0.14
pov -0.70 0.07
pbr -0.67 0.08
pfhz -0.31 0.17
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