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SUMMARY

With recent advances in mass spectrometry techniques, it is now possible to investigate proteins over
a wide range of molecular weights in small biological specimens. This advance has generated data-
analytic challenges in proteomics, similar to those created by microarray technologies in genetics, namely,
discovery of ‘signature’ protein profiles specific to each pathologic state (e.g. normal vs. cancer) or
differential profiles between experimental conditions (e.g. treated by a drug of interest vs. untreated) from
high-dimensional data. We propose a data-analytic strategy for discovering protein biomarkers based on
such high-dimensional mass spectrometry data. A real biomarker-discovery project on prostate cancer
is taken as a concrete example throughout the paper: the project aims to identify proteins in serum that
distinguish cancer, benign hyperplasia, and normal states of prostate using the Surface Enhanced Laser
Desorption/Ionization (SELDI) technology, a recently developed mass spectrometry technique.

Our data-analytic strategy takes properties of the SELDI mass spectrometer into account: the SELDI
output of a specimen contains about 48 000(x, y) points wherex is the protein mass divided by the
number of charges introduced by ionization andy is the protein intensity of the corresponding mass
per charge value,x , in that specimen. Given high coefficients of variation and other characteristics of
protein intensity measures (y values), we reduce the measures of protein intensities to a set of binary
variables that indicate peaks in they-axis direction in the nearest neighborhoods of each mass per charge
point in the x-axis direction. We then account for a shifting (measurement error) problem of thex-
axis in SELDI output. After this pre-analysis processing of data, we combine the binary predictors to
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generate classification rules for cancer, benign hyperplasia, and normal states of prostate. Our approach
is to apply the boosting algorithm to select binary predictors and construct a summary classifier. We
empirically evaluate sensitivity and specificity of the resulting summary classifiers with a test dataset
that is independent from the training dataset used to construct the summary classifiers. The proposed
method performed nearly perfectly in distinguishing cancer and benign hyperplasia from normal. In
the classification of cancer vs. benign hyperplasia, however, an appreciable proportion of the benign
specimens were classified incorrectly as cancer. We discuss practical issues associated with our proposed
approach to the analysis of SELDI output and its application in cancer biomarker discovery.

Keywords: Bioinformatics; Classification; Disease markers; Machine Learning; Mass spectrometry.

1. INTRODUCTION

The central dogma of molecular biology states that proteins are closer to actual biologic functions
of cells than mRNAs or DNAs (Albertset al., 1994). This argues for seeking protein biomarkers of a
disease, in addition to genetic biomarkers. With recent advances in mass spectrometry techniques, it is
now possible to investigate proteins over a wide range of molecular weights in small biological specimens,
e.g. serum (Rubin and Merchant, 2000; Srinivaset al., 2001). This advance has generated data-analytic
challenges in proteomics, similar to those created by microarray technologies in genetics (Lander, 1999;
Liotta and Petricoin, 2000), namely discovery of ‘signature’ profiles specific to each pathologic state (e.g.
malignant, benign, or normal) or differential profiles between experimental conditions (e.g. treated or
untreated by a drug of interest) from high-dimensional data. This paper proposes an analytic strategy for
discovering protein biomarker profiles based on such high-dimensional mass spectrometry data.

2. THE PROSTATE CANCER PROTEIN BIOMARKER DISCOVERY PROJECT

Background

Our data-analytic strategy was motivated by a biomarker discovery project on prostate cancer carried out
at the Department of Microbiology and Molecular Cell Biology and Virginia Prostate Center of the Eastern
Vi rginia Medical School (EVMS). The project is part of a large National-Cancer-Institute-funded research
consortium, the Early Detection Research Network (Srivastava and Kramer, 2000). The overall goal of
the Network is to discover, and validate clinically, new biomarkers of cancer that enable earlier detection
and, consequently, better survival and cure rates. The ultimate goal of the EVMS research project is to
identify serum protein biomarkers of prostate cancer, benign prostatic hyperplasia (BPH), and normal, and
distinguish them from each other. The basis for the protein-based early detection of cancer is the concept
that a transformed cancerous cell and its clonal expansion would result in up- (or down-) regulation of
certain proteins: our aim is to identify such early molecular signs of prostate cancer by measuring protein
profiles in serum. The goal of the analysis is to assess whether protein profiles can distinguish the three
disease groups as defined, and identify signature profiles for the classification. This allows researchers
to identify proteins/peptides associated with the signature profiles and study their biological significance,
which eventually leads to a clinical detection tool.

Serum samples and their protein analyses

The discussion in this paper will focus on the first stage of the protein biomarker discovery/validation
process, namely, an exploratory data-driven identification of protein profiles that appear to distinguish
prostate cancer cases from cancer-free subjects (those with BPH and normals); see Pepeet al. (2001) for
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Fig. 1. The outline of the Surface-Enhanced Laser Desorption/Ionization (SELDI) ProteinChip technology.

subsequent stages of the biomarker discovery/validation process. For this purpose, we retrieved serum
samples of 386 subjects, approximately equally distributed across four groups: late-stage prostate cancer
(N = 98), early-stage prostate cancer(N = 99), BPH (N = 93), and normal controls(N = 96), stored
in the serum repository of the EVMS Virginia Prostate Center. Late-stage prostate cancer patients had a
biopsy-proven cancer staged C or D, and Prostate Specific Antigen (PSA) concentrations greater than 4
ng/ml. Early-stage prostate cancer patients had a biopsy-proven cancer staged A or B, and PSA greater
than 4 ng/ml. BPH patients had PSA values between 4 ng/ml and 10 ng/ml, low PSA velocities, and at
least two negative biopsies. Normal controls were aged 50 or older, corresponding to the age range of
cancer and BPH patients, with a PSA level less than 4 ng/ml and normal digital rectal exam.

Each of the retrieved serum samples was assayed at the EVMS for protein expression by the
SELDI ProteinChip Array technology of Ciphergen Biosystems Inc. (Wrightet al., 1999; Rubin and
Merchant, 2000; Adamet al., 2001; Srinivaset al., 2001). The SELDI technology is a time-of-flight mass
spectrometry, shown in Figure 1, with a special ProteinChip Array whose surface captures proteins using
chemically or biologically defined protein docking sites. Proteins are captured on the chip surface, purified
by washing the surface, and crystallized with small molecules called ‘matrix’ or ‘energy-absorbing
molecules’ (EAMs) whose function is to absorb laser energy and transfer it to proteins. Energized protein
molecules fly away from the surface into a time-of-flight tube where the time for the molecules to fly
through the tube is a function of the molecular weight and charge of the protein. A detector at the end of
the tube measures the ‘intensity’ of proteins at each discrete time of flight and outputs about 48 000 data
points of (time of flight, intensity) pairs. Each discrete time of flight corresponds uniquely to a ratio of
the molecular weight of a protein to the number of charges introduced by the ionization. SELDI output,
therefore, produces about 48 000 data points of (mass/charge, intensity) pairs. Our analyses used 11 175
data points per sample covering the mass/charge range of 1500–20 000. The lower limit of the range was
placed at 1500 because intensity measures of proteins below this limit are distorted by those of EAMs.
Twenty thousand was considered to be a reasonable upper limit of the range where the SELDI assays are
most sensitive. Note that PSA, a 28 741-Da glycoprotein that is currently used in the screening of prostate
cancer, is out of the mass/charge range of 1500–20 000 unless the molecules were doubly charged (an
uncommon event).
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The design of the protein-marker discovery analysis

The SELDI output from the 386 serum samples was separated by a stratified random sampling into ‘test
data’ (a total of 60, 15 samples from each of the four groups) and ‘training data’ (a total of 326 samples).
Our aim was to develop a data-analytic strategy using the training data, for which both the true pathologic
state and SELDI output of the 11 175 (mass/charge, intensity) data pairs of each sample were available.
The resulting data-analytic strategy was then applied to the test data for estimating the true classification
proportion under each pathologic state. In the testing samples, the true pathologic state was blinded except
to a statistician who was not involved in the development of the data-analytic strategy and it was this
statistician who provided estimated true classification proportions.

3. PRE-ANALYSIS PROCESSING OFSELDI OUTPUT

Our quality-control experiments suggested several measurement properties of SELDI output which
must be accounted for in the analysis. (Note that these properties may change by experimental condition,
and strategies for standardizing these properties are currently under active development.) First, the
coefficient of variation (CV) of intensity measures is approximately 50–60%. Thus, there are substantial
measurement errors in the absolute values of intensity at any given mass/charge points. Second, in a
simpler experiment in which the samples are controlled to contain only a few proteins, the CV was
approximately halved if ‘relative’ values of intensity (i.e. intensity measures divided by an intensity
measure at a given mass) rather than ‘absolute’ values of intensity were considered. Third, an intensity
value is a function of the laser energy applied and mass/charge for which the intensity was measured, given
amounts of proteins being constant. The intensity value at any given mass/charge point increases if higher
laser energy is applied. With a certain laser energy applied, the intensity is generally higher for lower
mass/charge points. Fourth, the mass-axis of the SELDI output shifts from experiment to experiment by
approximately± 0.1–0.2% of the mass/charge value. Consideration of these measurement properties of
our experimental condition led us to the following strategy for data analysis.

Reduction of intensity measures into binary signals

Because of the high CV of the original intensity measures of SELDI output, we chose not to rely
on the absolute intensity values themselves for establishing biomarkers. Instead, we decided to reduce
the absolute intensity measures into local peak/non-peak binary data. This was accomplished by first
assessing, at each mass/charge point, whether or not the intensity at that point is the highest among its
nearest±N -point neighborhood set, nearest with respect to the mass/charge axis:N = 10, 20, 30, 40
were initially considered andN = 20 was chosen. Figure 2 shows an example of SELDI output in the
mass/charge range of 9000–11 000: the highest-intensity points among its nearest±N -point neighborhood
set were marked by ‘×’ i n the four plots usingN = 10, 20, 30, and 40, respectively. This example
shows that the processing withN = 30 or 40 misses some visually apparent peaks (e.g. those around
mass/charge of 9500), while the processing withN = 10 identifies many peaks that may be random
noise (e.g. those around mass/charge of 10 000). We consideredN = 20 as the best choice after visually
examining multiple plots similar to Figure 2.

Although this initial step worked fairly well in identifying visually apparent peaks, some points that
seemed clearly random noise were also identified as peaks (those marked by ‘×’ but with near-zero
intensity values that are not clearly distinguishable from neighborhood random fluctuation of intensity).
We, therefore, considered an additional criterion for the definition of a peak. Specifically, a peak must
have an intensity value that is higher than an ‘average’ intensity level of itsbroad neighborhood. The
average intensity of the broad neighborhood was calculated by the super-smoother method (Friedman,
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Fig. 2. Pre-analysis processing of SELDI output for a sample in the mass/charge range of 9000–11 000. Each
mass/charge point with an intensity that is highest among its nearestN -point neighborhood set is marked by ‘×’:
N = ±10, 20, 30, 40 points were considered.

1984) using 5% of all data points as the smoothing window. Figure 3 shows ‘peaks’ marked by ‘⊗’, the
points that have intensity values that are higher than the averages in their broad neighborhoods and also
the highest in their respective nearest± 20-point neighborhood sets. Similar to the selection ofN = 20,
we selected the window width as 5% of all data points in the super-smoother, empirically by trial and error
with visual checking of the resulting peak/non-peak data with the original plots of the intensity.

The above processing is consistent with the measurement properties of SELDI output: (1) we reduced
the continuous intensity measures into less quantitative binary data because of their high CVs; and (2) the
peak/non-peak at each mass/charge was determined locally since the intensity is a function of mass/charge
given the laser energy level and the amount of protein. Note that the peak/non-peak at each mass/charge
should not be interpreted as a presence/absence indicator of the protein corresponding to that mass: if any
of the nearest neighborhood points or the smoothed average over the 5% data window is higher than the
intensity of the point in question, then the point is classified as a non-peak even if the protein is present
and its intensity is non-zero.

Mass/charge alignment

To alleviate the impact of the mass/charge axis shifting problem (i.e. the error of approximately±0.1–
0.2% of the mass/charge value), we chose to label all the points within±0.2% of the mass/charge value
of each peak point as peaks (see horizontal bars of peaks in Figure 3). That is, after identifying each
peak as a point by the above procedure, we created an interval of mass/charge values, whose points are
all marked as peaks, with the width of the interval being the 0.4% of the mass/charge value of its mid-
point, the originally identified peak point. Undoubtedly, many of the mass/charge points in such a peak
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Fig. 3. An example of SELDI data after the pre-analysis processing. The broken line indicates the average intensity
calculated by the super-smoother method using 5% of all data points (i.e. 5% of 11 175 points) as the smoothing
window: the figure shows the region corresponding to about 10% of the 11 175 points. The points marked by ‘⊗’ are
the peaks, points that have intensity values that are higher than the averages in their broad neighborhoods and also the
highest in their respective nearest±20-point neighborhood sets. A horizontal bar above each peak shows an interval
corresponding±0.2% of the peak’s mass/charge value.

interval are falsely labeled as peaks. The aim of this crude approach was, however, to keep the number
of false-negative points that are created by the mass/charge axis shifting problem small. If the resulting
peak intervals are sufficiently distant in the mass/charge axis direction and mutually exclusive around real
biomarker peaks (i.e. peaks that are specific to a certain pathologic state), the false-positive peaks will not
interfere with the search for real biomarker peaks when comparing peak profiles across pathologic states.
In other words, the proposed approach has a limitation in that it will not perform well for biomarker peaks
that are close to any non-biomarker peak in the mass/charge axis direction.

An alternative approach to the mass/charge axis shifting problem was tested, but rejected. We tried to
identify a mass/charge point (or a set of mass/charge points) that is (are) consistently a peak (peaks) in
every SELDI output and align the mass/charge axis based on this (these) ‘anchor’ point(s). However, we
were not able to find any mass/charge point that could serve as a reliable anchor for this purpose.

4. AN APPLICATION OF THE BOOSTING ALGORITHM TO THE CONSTRUCTION OF A CLASSIFIER

Following the processing of SELDI output described above, we constructed classifiers using only a
small subset of mass/charge points to separate the pathologic states. To this end, we employed a relatively
new classifier-building methodology called ‘boosting’.
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Boosting algorithm

Boosting is an ingenious method, proposed by Schapire and Freund (Schapire, 1990; Freund, 1995;
Freund and Schapire, 1996), for combining ‘weak’ base classifiers(c1, c2, c3, . . . ) into a ‘powerful’
summary classifier(sM = c1 + c2 + c3 + · · · + cM ). The algorithm performs a weighted stage-wise
selection of a base classifier given all the previously selected base classifiers. In selecting the next base
classifier,cm , at themth stage, higher weights are given to samples that are incorrectly classified by the
current summary classifier,sm−1, so thatcm will be selected with a tendency towards correctly classifying
the previously incorrectly classified samples. The method has been shown to work well in a wide range of
classification problems. See Friedmanet al. (2000) and Hastieet al. (2001) for descriptions and discussion
of boosting: specifically, they showed boosting as an approximate maximum-likelihood fitting algorithm
for additive logistic models, providing a useful statistical understanding of the algorithm.

We apply boosting to construct a summary classifier,sM , of the following form that is based on the
peak/non-peak information atM mass/charge points:

sM =
M∑

i=1

ci =
M∑

i=1

(αi + βi Xi )

where αi and βi are parameters and eachXi is a binary peak indicator(Xi = 1 for a peak and
Xi = 0 otherwise) at a certain mass/charge,mi . To select which mass/charge should enter the summary
classifier and determine the associated parameter estimatesαi andβi we used a generalized version of
popular AdaBoost procedure (Freund and Schapire, 1996), called Real AdaBoost (Friedmanet al., 2000).
Specifically, our boosting algorithm proceeds as follows. For reasons to be described in Section 5, we
consider a classification problem of two groups at a time, rather than simultaneous classification of all
pathologic states. Let the two groups be indexed byY = 1 andY = 0, and suppose a total ofN samples
are available in the training dataset. We start with an equal weight for each sample,w1 = 1/N , and select
the most statistically significant mass/charge,m1, by a likelihood-ratio test for a linear logistic regression
model for the binary outcomeY (with weightsw1). The linear predictor of the logistic regression model
forms the ‘best’ base classifierc1 = α1 + β1X1 (c1 < 0 predictsY = 0 andc1 � 0 predictsY = 1)
in this first stage. Note thatα1 and(α1 + β1) represent the log odds ofY = 1 for samples withX1 = 0
(non-peak) andX1 = 1 (peak), respectively, at mass/chargem1. Of all the mass/charge values that could
be selected into the model,m1 is associated with the highest significance by the likelihood-ratio test for
testingβ1 = 0. We then update the weight for each sample byw2 = w1 × exp(|0.5s1|) if s1(= c1)

indicates the incorrect classification for the sample orw2 = w1 × exp(−|0.5s1|) if s1 indicates the correct
classification for the sample: see Friedmanet al. (2000) for an interpretation of this form of weights.
Using the new weightsw2 for the logistic regression, we choose the most significant mass/charge,m2,
by a likelihood-ratio test. Note thatX1 selected in the first stage does not enter the logistic regression
as an explanatory variable in the second stage: the only influence ofX1 on the second-stage selection
is through the weightsw2. The linear predictor of the logistic regression model forms the ‘best’ base
classifierc2 = α2 + β2X2 in the second stage, and constructs a summary classifier,s2 = c1 + c2: s2 < 0
predictsY = 0 ands2 � 0 predictsY = 1. We continue by updating weightsw3 = w2 × exp(+|0.5s2|) if
s2 is incorrect orw3 = w2 × exp(−|0.5s2|) if s2 is correct. This iterative process is repeated without any
pre-specified limit. The final classification rule at theM th stage is:sM < 0 predictsY = 0 andsM � 0
predictsY = 1.

Note that the boosting summary classifier,sM , can be written as the linear predictor of a logistic
regression model for the binary outcome variableY with (M + 1) parameters:

logit{P(Y = 1)} = sM =
M∑

i=1

(αi + βi Xi ) =
{

M∑
i−1

(αi )

}
+

M∑
i=1

βi Xi .
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The boosting approach is similar to linear logistic regression with a forward variable selection in that
an Xi is selected at each stage and the selection influences its subsequent stages. There are fundamental
differences, however. The boosting approach estimates onlyαi andβi at thei th stage keeping all the
previous parameter estimates unchanged: the influence of the previous stages on the subsequent stages
is carried through by the weights that are determined at each stage according to the classification
performance of that stage. In linear logistic regression with a forward variable selection, on the other
hand, the parameters are estimated simultaneously without weighting by the maximum likelihood method
at each stage and the estimates change from stage to stage: the influence of the previous stages on the
subsequent stages is carried through by the set of predictors selected into the model in the previous stages.

A stopping rule for boosting

Boosting has been shown empirically to be highly resistant to overfitting. Many real data examples
demonstrate that even a large number of boosting iterations does not lead to a decrease in the classification
ability of the summary classifier (Friedmanet al. 2000). In fact, the performance of a summary classifier
constructed by boosting often converges as the iteration number,M , increases. This is in contrast to
standard classification methods, such as logistic discriminant analysis, where use of too many predictor
variables (i.e. protein mass/charge points in our case) in the classifier lowers its classification performance.
This important property of boosting, however, has not been fully explained (Friedmanet al., 2000) and a
few counter-examples have been given (Friedmanet al., 2000; Ridgeway, 2000).

There are two reasons for stopping boosting iterations in our application. First, parsimony of the
summary classifier is advantageous in studying basic biological properties of the set of proteins involved
in the classifier. Additional boosting iterations that do not lead to a significant improvement in the
performance of the summary classifier are not warranted. Second, although the empirical evidence
supports the idea that boosting is highly resistant to overfitting, there are counter-examples and no
theoretical guidance exists as to when overfitting may occur.

We considered a simple stopping rule for boosting iterations here: specifically, we stop the boosting
iterations when both observed sensitivity and specificity in the training dataset exceed certain minimum
values (e.g.>90% sensitivity and>95% specificity). We then take the boosting summary classifier at the
stopped iteration and apply it to the test dataset for the empirical assessment of sensitivity and specificity.
Alternatively, the boosting algorithm can be stopped when no appreciable difference in sensitivity and
specificity is observed for the last several boosting iterations. Note, however, that even after observed
values of sensitivity and specificity in training data reach 100% the boosting classifier can improve
sensitivity and specificity in testing data, a property of large margin classifiers (Schapireet al., 1998).

5. RESULTS OF THE PROSTATE CANCER BIOMARKER-DISCOVERY PROJECT ANALYSIS

Two-stage classification of three pathologic states

The goal of our analysis strategy was to develop a classification rule that distinguishes the three pathologic
states (cancer, BPH, and normal as defined) from serum samples based on their SELDI output: no attempt
was made to separate early- vs. late-stage prostate cancer in this analysis. The three pathologic states were
defined clinically by the screening results of PSA, digital rectal exam, and prostate biopsies, as described
in Section 2. Because the ‘BPH’ group was defined by alack of positive biopsies, it may contain some
cancer patients if the biopsies missed small cancerous cells (see Section 6 for discussion of this issue). In
addition, our simple exploratory analysis found close similarities in the peak/non-peak profiles between
cancer and BPH samples in contrast to normal samples. We, therefore, decided to employ a two-stage
approach to the classification of the three pathologic states. In the first stage, we seek a classification
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rule that distinguishes cancer and BPH samples from normal samples. In the second stage, we attempt to
separate cancer samples from BPH samples.

Pre-analysis processing

Through the pre-analysis processing of SELDI output (as described in Section 3), prior to the mass/charge
axis alignment, we identified approximately 160–230 peaks in the 11 175 points of each SELDI output
covering the mass/charge range of 1500–20 000. The range of the peak counts per sample, 160–230, was
similar across the three pathologic states.

Construction of a summary classifier for cancer/BPH vs. normal classification by the boosting

Figure 4 shows the performance of the boosting summary classifiers for the cancer/BPH vs. normal
classification in the training data (panel (a)) and in the test data (panel (b)) by the number of boosting
iterations. Note that the boosting summary classifier was constructed using the training data and then
applied to the test data. The performance measures are sensitivity (the proportion of cancer/BPH samples
correctly classified) and specificity (the proportion of normal samples correctly classified). After 26
iterations, the classification error in the training dataset reached and remained at zero (Figure 4(a)). For
a stopping rule of 100% sensitivity and specificity in the training data, for example, the final boosting
summary classifier wass26 and its empirical sensitivity and specificity in the test data were 97.8% (44/45)
and 100% (15/15), respectively (Figure 4(b)). A logistic regression with a forward variable-selection
(p < 0.01) resulted in a similar classification performance: the difference in the area under the ROC curve
was not large (0.996 for boosting vs. 0.967 for logistic) and was not statistically significant (p = 0.14).

Construction of a summary classifier for cancer vs. BPH classification by the boosting

Figure 5 shows the performance of the boosting summary classifiers for the cancer vs. BPH classification
in the training data (panel (a)) and in the test data (panel (b)) by the number of boosting iteration. The
performance measures are again sensitivity (the proportion of cancer samples correctly classified) and
specificity (the proportion of BPH samples correctly classified). The classification error in the training
dataset decreased as the number of iterations increased (Figure 5(a)), but the rate of decrease was slower
than that for the classification of cancer/BPH vs. normal samples in Figure 4(a). The classification error
was higher for the BPH samples than the cancer samples in both the training and test datasets. For a
stopping rule of�90% sensitivity and specificity in the training data, for example, the final boosting
summary classifier was reached at the 25th iteration,s25, and its empirical sensitivity and specificity in
the test data were 93.3% (28/30) and 46.7% (7/15), respectively (Figure 5(b)).

6. DISCUSSION

Discovery of ‘signature’ profiles specific to each pathologic state and identification of individual
proteins that form those signature profiles are key steps towards early detection of cancer. The method
proposed here is intended for biomarker discovery based on high-dimensional mass spectrometry
proteomic data. With the high dimensionality of the data, it is crucial to recognize the issue of overfitting
in the search of biomarkers. It is easy to find some false profiles that fit the training dataset nearly perfectly
with a large number of potential markers. To assess the degree of overfitting, we split samples into training
and test sets and used the test set to provide independent estimates of classification errors for the classifiers
derived from the training set. Alternatively, one may consider a cross-validation of the entire samples. An
advantage of the cross-validation is that the entire set of available data is utilized in deriving classifiers,
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Fig. 4. Sensitivity (% cancer/BPH samples correctly classified) and specificity (% normal samples correctly classified)
of the boosting summary classifier for the cancer/BPH vs. normal classification in the training dataset (a) and test
dataset (b) by the number of boosting iteration.
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Fig. 5. Sensitivity (% cancer samples correctly classified) and specificity (% BPH samples correctly classified) of the
boosting summary classifier for the cancer vs. BPH classification by the number of boosting iteration in the training
dataset (a) and test dataset (b).
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which is particularly relevant when the size of the data is small. A disadvantage is that, for a classifier
selected by cross-validation, independent unbiased estimates of classification errors cannot be obtained.

Note that the lack of a positive biopsy for ‘BPH’ samples does not guarantee the absence of cancerous
cells. For example, a large European cohort study reported that over 10% of men with PSA 4–10 ng/ml,
who were negative by three biopsies (a transrectal ultrasound-guided sextant biopsy and two additional
transition zone biopsies) were found to be positive by a repeat biopsy six weeks later (Djavanet al., 2001).
Thus, our ‘BHP’ group is likely to contain at least some cancer samples. Care must, therefore, be used in
the interpretation of the results in the second-stage classification of cancer vs. BPH samples. Specifically,
the mislabeling of cancer patients as ‘BHP’ would obscure the construction of the boosting summary
classifier from the training data and perhaps lower the classification power of the resulting classifier. The
large discrepancy between the specificity estimates in the training and test datasets (90% vs. 47%), but
not in the sensitivity estimates (97% vs. 93%), is perhaps an indication of the mislabeling problem in the
‘BHP’ group. To evaluate this speculation, we examined the boosting weights of the 78 BPH and the 167
cancer samples in the training dataset at the 25th boosting iteration in the classification of cancer vs. BPH,
where the boosting summary classifier reached�90% of both sensitivity and specificity in the training
data (Figure 6). The distribution of the 78 BPH weights is appreciably wider than that of the 167 cancer
weights, consistent with the notion that the ‘BHP’ group may be more heterogeneous than the cancer
group, possibly due to the mislabeling problem. If the mislabeling problem was indeed present in the
‘BHP’ group, the estimated specificity of 47% in this group was an underestimate of the true specificity,
which would be estimable only if we could exclude, with certainty, the cancer cases from the ‘BHP’
group. Future methodologic research needs to develop effective strategies for the classification problem
where some of the true states are mislabeled.

Alternatively, the large discrepancy in the specificity between the training and test datasets suggests
a possibility of overfitting, although the test dataset to estimate specificity was small (15 BPH samples).
Nonetheless, the current screening method by PSA does not distinguish cancer and BPH well, and a
biopsy, an invasive procedure, is required to separate cancer subjects from BPH subjects. Therefore, any
new test that has a high sensitivity together with a specificity value appreciably different from 0% would
be of interest clinically. Our cancer vs. BPH classifier meets this criterion with a very high sensitivity and
aspecificity approximately 50% in the test dataset.

To classify more than two states (e.g. the three pathologic states of cancer, BPH, and normal), multi-
state boosting methods (e.g. Friedmanet al., 2000) can be used. In our analysis, however, they were
not directly applicable because the ‘BHP’ group was likely to contain some cancer cases. Our two-stage
approach was partly motivated by the potential mislabeling of the true state in the ‘BHP’ group: the
first-stage (cancer/BPH vs. normal) classification is not influenced by the mislabeling of cancer as BPH.

The distribution of the three pathologic states (cancer, BPH, normal) in the test dataset was similar
to that in the training dataset in our example. This was because we selected a simple random sample of
15 subjects from each of the four approximately equal-sized groups (early-stage cancer, late-stage cancer,
BPH, normal) as the test dataset. It is important to note that, in a disease vs. non-disease classification, the
prevalence of the disease in the training data influences the intercept of the boosting summary classifier:
the boosting summary classifier calculates log odds of the disease for the classification which is a function
of the disease prevalence. This has a practical implication: a boosting summary classifier built using a
case-control dataset would be useful for ordering subjects in a screening population according to their
estimated probability of being a disease subject, but the cutoff value of the log odds of the disease
for defining positivity would have to be adjusted with an estimate of the disease prevalence in the
screening population, if it is available. The main contribution of case-control studies in the biomarker
discovery/validation process is, however, the identification of biomarkers that are likely to be useful for
early detection of cancer (Pepeet al., 2001): the exact formula for classification must be determined by
subsequent longitudinal cohort studies.
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Fig. 6. Distribution of the boosting weights among the 78 BPH and the 167 cancer samples in the training dataset at
the 25th iteration for the classification of cancer vs. BPH samples.

The biomarker discovery study discussed here is the first exploratory stage of biomarker discovery
research and it is to be followed by studies with more rigorous designs (Pepeet al., 2001). In order to
identify true biomarkers, each subject’s disease group (cancer, BPH, or normal) must be known without
error. This requires a prostatectomy, or at least biopsies, for each subject, which is not viable under the
current medical practice for subjects with normal PSA and digital rectal exam. Our study, as a first step
of the biomarker discovery, assessed whether protein profiles can distinguish the three disease groups as
defined by PSA values and biopsy results triggered by elevated PSA values. We are currently conducting a
second study, a multi-center project, in which we pool normal and BPH subjects together and concentrate
on the classification of cancer vs. non-cancer groups and aggressive vs. non-aggressive cancer types.
The third step is planned to utilize large cohort samples from a randomized trial of chemoprevention of
prostate cancer in which a biopsy is taken from each subject regardless of PSA values: the trial is currently
underway.

With further improvements in the measurement properties of the SELDI technology, it will become
more reasonable to use intensity measures as continuous variables, instead of reducing them to binary
peak/non-peak indicators as we did here. Also, the alignment of mass/charge axis in the analysis stage may
become unnecessary in the future. Technological enhancements of SELDI towards these goals are under
active developments in laboratories including ours at the Eastern Virginia Medical School and Ciphergen
Biosystems Inc. Under the current measurement properties of the SELDI technology, however, innovative
analytic strategies such as those proposed here are needed for productive searches of protein biomarkers.
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As a yardstick, a standard classification method without any pre-analysis processing of SELDI output
(i.e. a logistic discriminant analysis that used a stepwise selection withp < 0.05 of mass/charge points
with the original intensity measures as predictors) resulted in the following mediocre performances in the
test dataset for the classification of cancer vs. normal samples, the easiest classification among the three
pathologic states: (sensitivity, specificity) of (86.7%, 73.3%), (83.3%, 86.7%), and (73.3%, 86.7%) with
the cutoff at the predicted probability of 0.5, 0.7, and 0.9, respectively. Improvements of the proposed
method may be possible using, instead of the boosting, other modern classification approaches such as
support vector machines (Vapnik, 1998), which are closely related to the boosting (Rätschet al., 2000;
Freund and Schapire, 1999), or logic regression (Ruczinskiet al., to appear). It is our hope that the
data-analytic strategy proposed here will stimulate further advances and alternative approaches to the
disease-state profiling based on high-dimensional proteomic data and contribute to the discovery of useful
biomarkers.
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